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ABSTRACT: Neuroglobin (Ngb) is a globular protein that
reversibly binds small ligands at the six coordination position
of the heme. With respect to other globins similar to
myoglobin, Ngb displays some peculiarities as the topologi-
cal reorganization of the internal cavities coupled to the
sliding of the heme, or the binding of the endogenous distal
histidine to the heme in the absence of an exogenous ligand.
In this Article, by using multiple (independent) molecular
dynamics trajectories (about 500 ns in total), the migration
pathways of photolized carbon monoxide (CO) within
solvated Ngb were analyzed, and a quantitative description of CO migration and corresponding kinetics was obtained. MD results,
combined with quantummechanical calculations on the CO-heme binding-unbinding reaction step in Ngb, allowed construction
of a quantitative model representing the relevant steps of CO migration and rebinding.

’ INTRODUCTION

The ligand diffusion in the interior of globins has been
extensively investigated in recent years with several experimental
and computational techniques. The major contribution for the
knowledge of such a topic has come from the study of myoglobin
(Mb). In fact, the small size, the relative structural stability, and
the complex functional behavior make myoglobin a perfect
model system to investigate, at the atomic level, protein bio-
chemical activities. Time-resolved X-ray diffraction,1-5 Fourier
transform infrared spectroscopy,6-9 kinetic measurements,10,11

and theoretical approaches12-18 are usefully adopted to study the
diffusion of small diatomic ligands, such as O2, CO, and NO, in
wild-type Mbs and their mutants.

However, a few years ago, neuroglobin (Ngb), a new member
of the globin family, was discovered to be markedly expressed in
the brain.19 Like Mb, Ngb is a monomeric protein, which
reversibly binds small ligands at the sixth coordination position
of the heme, and, despite its small sequence similarity with other
globins, it displays the typical globin fold; consequently, Ngb
conserves some canonical residues, among others a proximal
histidine that steadily binds to the heme iron and a distal histidine
facing the binding site.20,21 In the ferrous form, Ngb binds O2,
CO, and NO, but, in contrast to Mb, in the absence of an
exogenous ligand, both the ferric and the ferrous forms are
hexacoordinated to the proximal and distal histidines.22,23 Such a
behavior implies a competition between an exogenous ligand and
the distal histidine for the binding at the sixth coordination
position on the heme.

The physiological role of Ngb is still unknown, even though
convincing experimental evidence shows that it is involved in the
regulation of a still unclear neuronal protective mechanism under
hypoxia and ischemia.24,25 Experimental observations show that
Ngb interacts with the R-subunit of heterotrimeric GRβγ protein,
enforcing the hypothesis, which assigns to Ngb a role of signal
transducer.26-28 Recently, it has been suggested that Ngb
inhibits the intrinsic pathway of apoptosis in vitro and may
prevent the activation of pro-caspase 9 by interaction of cyto-
chrome c.29 Moreover, it is worth reminding that the average
Ngb concentration seems too low (<1 μM) to play aMb-like role
in the transport and storage of O2, although this function is not
yet excluded.

Therefore, Ngb and Mb similarity makes such a protein an
alternative and complementary system in the study of the
globins, whereas its peculiarities represent a new challenge for
the interpretation of the relation between structure and function.
The three-dimensional structure was solved by X-ray diffraction
for the unliganded Ngb from human and mouse20,21 and for
ferrous CO-bound Ngb.30 Comparison of the crystal structures
of twomurineNgb redox states21,30 showed that binding of CO is
associated to structural changes involving a significant heme
sliding and a topological reorganization of the internal cavities.30

Such a heme sliding was also detected with Molecular Dynamics
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(MD) simulations performed both in solution31 and in the
crystal environment.32 Structural analysis demonstrated a topo-
logical analogy between the Ngb internal cavities31 and the so-
called Xe cavities detected in the interior of Mb.33 Moreover, in
Ngb, such cavities are coated principally by much conserved
hydrophobic residues, which topologically correspond to those
delimiting the Xe cavities in Mb,31 and bind xenon or krypton
atoms at high pressure.34

The relative placements of the Ngb cavities and such simila-
rities with the Xe cavities have been confirmed from the study of
the Ngb free energy landscape for O2, CO, and NO.35-37

However, the topological rearrangements occurring with the
heme displacements (other than with structure fluctuations and
redox state transformations) makes the motion of the photo-
dissociated ligand through the Ngb cavity network an interesting
process for elucidating how the evolution had selected the
structure of the protein matrix to modulate the ligand affinity
and diffusion. For that reason, the kinetics of ligand rebinding
and the diffusion after photodissociation were studied at cryo-
genic and room temperature.23,38

In the present Article, we report the results of a theoretical/
computational investigation of the kinetics of CO diffusion in
murine Ngb after dissociation from heme. We performed 70MD
simulations (each 7.5 ns long) in solution that provided 70
independent trajectories of the COmigration in the protein. The
time dependence of cavities occupancy, as obtained by MD
simulations, was used to construct an explicit kinetic model,
allowing us to obtain the kinetics of COmigration process within
the nanoseconds time range.

’METHODS

Considering the probable correlation between initial heme
position and the escape rate of exogenous ligand from the
binding site, the starting coordinates employed for the simula-
tions were taken from the previously performed extended MD
simulation of the CO-boundmurineNgb31 in solution.We chose
seven structures at times 10, 20, 28, 35, 45, 53, and 61 ns. After
removing the stretching potential between heme iron and CO,
we switched the heme geometry from hexacoordinated to
pentacoordinated.39 Thus, from the beginning of the simulations,
the system was modeled as a reduced Ngb with a dissociated CO.
Furthermore, for the whole length of the simulations, we
considered the heme pentacoordinated, given that within a few
nanoseconds both the CO recombination to the heme and the
reaction between the heme and the endogenous ligand distal His
could be neglected.38 The CO molecule was modeled with the
three-site “quadrupolar” CO model.40 Note that more sophisti-
cated CO models are nowadays available16,41 involving fluctuat-
ing charges coupled to the intramolecular stretching coordinate
or atomic multipoles. However, in this study, we employed the
simpler three-site quadrupolar model, providing the essential
features of carbonmonoxide, to easily implement and integrate it
in the force field, reproducing accurately the translational motion
of CO. Before starting the production runs at 300 K, the initial
configurations were minimized without restraints. For each
configuration, we performed 10 independent simulations, start-
ing from different sets of initial velocities, obtaining a total of 70
independent trajectories.

MD simulations were performed with the Gromacs software
package42 using the GROMOS96 force field.43 Simulations were
carried out at a constant temperature of 300 K within a fixed-

volume rectangular box using periodic boundary conditions. The
Lincs algorithm44 to constrain all bond lengths and the roto-
translational constraint algorithm45 were used. The initial veloc-
ities were taken randomly from a Maxwellian distribution at
300 K, and the temperature was held constant by the isothermal
algorithm.46 The Particle Mesh Ewald (PME) method47 was
used for the calculation of the long-range interactions with a grid
spacing of 0.12 nm combined with a fourth-order B-spline
interpolation to compute the potential and forces in between
grid points.48 A nonbond pair list cutoff of 9.0 Åwas used, and the
pair list was updated every four time steps. A time step of 2 fs was
used in all simulations.

We used the essential dynamics technique49 to define the
reaction coordinate describing the heme sliding.

The package SURFNET50 was used for detecting the cavities
and calculating their volumes. In this program, gap regions are
defined by filling the empty regions in the interior of the
molecule with gap spheres of variable radius (Rmin = 1.0 Å and
Rmax = 3.0 Å, in our case). These spheres are then used to
compute a 3D density map that, when contoured, defines the
surface of the gap region. Cavity volumes were evaluated without
taking into account the presence of the water and of CO. A cavity
is considered “exposed” if the SURFNET program shows con-
tinuity between the cavity and the solvent.

All details on the Perturbed Matrix Method (PMM) theore-
tical framework and calculations as well as on the procedure
employed to obtain the binding-unbinding kinetic rate con-
stants can be found in previous papers.51,52 The theoretical basis
of PMMhas been widely described elsewhere.53,54 Here, only the
main features of the computational strategy will be outlined. The
underlying philosophy of PMM is essentially in line with all
currently employed quantum mechanical/molecular mechanical
(QM/MM) procedures.55 A portion of a complex molecular
system, hereafter called quantum center (QC), is treated quan-
tum mechanically, with the rest of the system acting as a
perturbation. Briefly, given the energies and dipole moments
for ground and excited electronic states, which can be provided
carrying out standard electronic structure calculations56 on the
isolated QC, it is possible to construct and diagonalize the
perturbed Hamitonian matrix,53,54 which considers the perturba-
tion provided by the electric potential and field exerted by the
environment. Because the perturbing field can be evaluated at
each MD frame using the environment atomic charge distribu-
tion, a trajectory of the QC perturbed Hamiltonian eigenvalues
and eigenvectors is obtained. Such calculations carried out along
the reaction coordinate provide, within certain approximations,
the reaction free energy and whatever electronic property at a
generic reaction coordinate position.57 Once the unperturbed
energy profile for the reaction of CO binding-unbinding to
heme is obtained,51 the corresponding perturbed energy profiles
can be calculated, applying the PMM procedure, for each MD
configuration, providing an ensemble that was used to determine
the free energy profile.51

’RESULTS

During MD simulations, CO molecules, starting from distal
pocket (DP), migrate toward the interior of Ngb, populating the
internal cavities, or rather escaping into the solvent. Previous
crystallographic studies showed that the network of cavities in
Ngb is characterized by a huge tunnel, which connects the distal
pocket to the rest of the protein matrix.21,30 Such a tunnel
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exhibits a topological reorganization coupled to the heme
sliding,30 with the proximal branch of the tunnel being occupied
by the heme and the distal branch that simultaneously extends on
the distal side. To evaluate the influence of the heme position on
the DP structure, we analyzed the mean volume of DP and its
connectivity with other cavities as a function of the heme sliding
reaction coordinate ξ (Figure 1). The heme sliding reaction
coordinate was calculated by means of the essential dynamics
(ED) analysis, which was performed on all heme atoms with the
exception of the terminal propionic chains. The eigenvectors
with large eigenvalues correspond to the principal directions on
motion of the heme group, and coherently with previous
studies31,32 we chose as heme sliding reaction coordinate the
first essential eigenvector obtained by ED analysis performed on
carboxy Ngb (NgbCO) in solution31 where the heme sliding, in
the direction from D to B pyrrole ring, was first detected. The
configurations in which DP is, directly or indirectly, connected to
the solvent were not taken into account for the calculation of
mean volumes and connectivity, while the CO ligand contribu-
tion was neglected. We consider the mean volumes of DP in two
different conditions: when DP was connected or not connected
to other cavities (Figure 1, upper panel,-) or when DP was only
not connected (- - -). In Figure 1 (bottom panel), the connectiv-
ity of DP with other pockets is reported as a function of heme
sliding reaction coordinate. The negative values of ξ correspond
to the heme displaced in the interior of the protein, whereas
positive values indicate heme in more external positions. Co-
herently with the crystallographic data on tunnel topological
reorganization,30 the connectivity of DP with other pockets is
dramatically dependent by the heme sliding. In particular, we
observe a connectivity maximum of 60% of simulation time when
the heme is in the interior of the protein, whereas the connectiv-
ity rapidly decreases to 3% throughout the heme displacement

toward the surface of Ngb. Accordingly, the DP mean volume
follows the same trend. It interesting to note that the effect of the
heme sliding on the DP intrinsic volume is less pronounced, as
shown by the mean volume values corresponding to DP not
connected to other sites (Figure 1, upper panel, - - -). As a
consequence of DP topological reorganization with the heme
sliding, a reliable study of the diffusion of photolized CO in Ngb
should consider several starting configurations with different
heme positions and not only a single crystallographic structure,
whose exclusive use might introduce a bias. In addition, it is
worth noting that previous MD simulations evidenced that the
most probable heme position in the crystal environment32 is in
fact marginal in solution.31 For this purpose, the seven starting
coordinates employed for the simulations were taken from the
previously performed extendedMD simulation of the CO-bound
murine Ngb in solution,31 according to the correct probab-
lity distribution, and the initial heme sliding coordinate values
ξ0 were 0.58, 0.02, 0.03, 0.28, -0.04, 0.29, and -0.56 nm,
respectively.

InMb, four small hydrophobic cavities exist.33 These so-called
xenon cavities (from Xe1 to Xe4) were shown to be part of the
ligand migration pathway through the protein matrix.1,4,58-60

Moreover, two additional cavities called phantom1 (Ph1) and
phantom2 (Ph2) were detected in Mb by MD simulations.13 In
previous studies on Ngb, it was noted a topological correspon-
dence between the cavities in Mb and those evidenced in Ngb
matrix.31,36,37 In particular, similarities were evidenced with Xe1,
Xe2, Xe3, Xe4, and Ph1 (which will be considered herein as
included in the adjacent cavity Xe4 for simplicity). The residues
lining such cavities in Ngb are reported in Table 1. To shed light
on the routes followed by photolized CO molecules during the
migration through the Ngb interior, we analyzed the CO transi-
tions between each pair of adjacent cavities. In Table 2, we report
the statistical characterization of the transitions involving such
cavities. The total number of transitions between cavities i and j
(Ni,j) is reported in Table 2 (column 1). In Table 2 (column 2),
the mean relative frequency (Ni,j/∑jNi,j) is reported. It represents
the number of transitions ifj over the total number of transi-
tions starting from a given cavity i. The occurrence (Table 2,
column 3) is equal to the fraction of trajectories in which a given
transition type ifj is observed at least once. Initially, CO
molecules migrate from DP to Xe2 or alternatively to Xe4. Both
transitions are observed at least once in >70% of trajectories,
although the transition to Xe2 is largely more favored (83% of
transitions observed from DP). From Xe2, the ligands can
migrate back to DP (8% of transitions observed from Xe2) or
toward Xe4 (80%), Xe3 (10%), Xe1 (2% of transitions observed
from Xe2). From Xe4, the ligands preferentially migrate back to
Xe2 (98% of transitions), whereas the return to DP is less
probable (2% of transitions). Seldom do CO molecules move

Table 1. Amino Acids Lining the Internal Cavities in Murine
Ngb

Xe1 Xe2 Xe3 Xe4 Ph1

Leu92 Ile72 Ala75 Gly24 Trp13

His96 Tyr137 Leu136 Leu27 Leu113

Phe106 Val140 Val140 Phe28 Met116

Met144 Ile65 Leu117

Val68 Trp133

Met69

Figure 1. Mean volume of the distal pocket (upper panel) and its
connectivity with other cavities (bottom panel) as a function of the heme
sliding coordinate. The negative values of abscissa correspond to the
heme displaced in the interior of the protein, whereas the positive values
indicate heme in more external positions. The mean volumes were
calculated considering the configurations in which DP is connected or
not connected with other cavities (-) or only not connected (- - -).
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from Xe4 and reach Xe3 via the region corresponding to Ph1
cavity (>0.01%). Moreover, from Xe1 and Xe3, the most prob-
able transitions are those involving the cavity Xe2, whereas the
transitions involving other adjacent cavities as extremely rare.
Therefore, from data reported in Table 2 (see Figure 2), it is
clear that CO molecules starting from DP migrate into Xe2
cavity, from which they reach other minor Xe cavities. It is
interesting to note how from this view emerges a pivoting
role of the huge, central cavity Xe2 in controlling the migra-
tion of the ligand in Ngb. Furthermore, it is worth noting
that Xe2, with DP, is the cavity directly involved in the heme
sliding.

Within such a definition of the CO sites and considering the
connection statistics reported in Table 2, MD data provided the
following kinetic scheme (for the moment, we do not include
possible escape routes):

DP a Xe2 a ðXe4, Xe3, Xe1Þ
Analysis of MD data showed that the transitions occurring

between Xe2 and Xe4 are very fast, whereas those occurring

between Xe2 and other cavities as Xe1 or Xe3 are uncommon.
This is well illustrated by considering the time dependence of the
CO distribution among the Xe cavities, that is, PXe4/PC, PXe2/PC,
PXe3/PC, and PXe1/PC, with P as the probability of a givenCO site
and PC = PXe1 þ PXe2 þ PXe3 þ PXe4, as shown in Figure 3 (we
note that the fractions Xe3 and Xe1 are neglible within the noise,
indicating that these cavities are used to allow ligand transitions
but they are rather unstable CO sites, at least for solvated Ngb).
The above scheme may then be simplified by grouping together
Xe4, Xe2, Xe3, and Xe1 as a single CO kinetic site C, whose
internal distribution is in pre-equilibrium with respect to the
other kinetic steps.

DP a
k1

k-1

C

Table 2. Statistical Characterization of the Kinetic Steps Describing the Migration of CO Molecules in Murine Ngb

total number of transitions mean relative frequency occurrence (% of trajectories)

DPfXe2 1447 0.83 87

DPfXe4 304 0.17 77

Xe2fDP 1429 0.08 83

Xe2fXe4 14 590 0.80 84

Xe2fXe3 1774 0.10 69

Xe2fXe1 336 0.02 59

Xe4fDP 293 0.02 74

Xe4fXe2 14 614 0.98 84

Xe4fXe3 20 >0.01 7

Xe3fXe2 1773 0.94 70

Xe3fXe4 29 0.01 11

Xe3fXe1 94 0.05 24

Xe1fXe2 327 0.76 60

Xe1fXe3 103 0.24 30

Figure 2. Migration routes followed by photolized CO in Ngb. CO
molecules starting fromDPmigrate into the Xe2 cavity, fromwhich they
reach other minor xenon cavities Xe4, Xe3 (thick arrows), or Xe1. A fast
interchange between Xe2 and Xe4 is observed (red arrows). Secondary
pathways involve an interchange between DP and Xe4 or between Xe3
and Xe1 (thin arrows). Seldom does CO migrate from Xe4 to Xe3
(dashed arrows).

Figure 3. Time dependence of the CO fractions in xenon cavities relative
to site C overall probability, as obtained by MD data.
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The simplified kinetic scheme allows us to redefine the criteria
used to assign each CO molecule to a given kinetic site. In
Figure 4, a model of Ngb is reported. We defined as CO in DP
each CO molecule at a distance lower than 6 Å from the
geometrical center of DP. The results are insensitive for the
cutoff distance ranging from 4 to 6 Å, as such a range corresponds
to a hindered region occupied by the residues lining DP. In
Figure 4, the corresponding volume is depicted as a delimiting
gray surface. The other positions inside Ngb, with the exception
of DP, were defined as kinetic site C. Moreover, we include as
third kinetic state the CO in solvent, outside Ngb. During MD
simulations, CO molecules escape 12 times. In particular, in our
simulations (see Figure S1 in the Supporting Information), 8
ligand molecules escaped crossing the Xe4 region corresponding
to Ph1 site, between the helix G and the turn connecting A and B
helices (residues 16, 23, 26, 27, 116, 120, 121). Such an escape
route was evidenced also in human Ngb.36 Two CO molecules
escaped in correspondence of CD corner, either between B and
D helices (residues 29, 32, 52, 55, 56) or between the G helix and
the loop connecting B and C helices (residues 34, 35, 109, 112),
whereas other two CO molecules escape through the region
delimited by the BC loop and the FG loop (residues 35, 37, 41,
105, 108). As all 12 escape routes involve cavity C, within our
definition of kinetic state we complete the kinetic scheme to
be used:

DP a
k1

k-1

C sf
ke

Ngbþ CO ðscheme 1Þ

where DP indicates the distal pocket, Ngbþ CO denotes the
free ligand state, which typically may still be considered as
virtually irreversible in the microseconds time range, and C
represents the ensemble of the Ngb internal cavities.

The last kinetic scheme, governed by three kinetic constants,
assumes that within the simulation time range (7.5 ns) a
significant CO fraction escapes from the protein and that only
CO molecules located in the kinetic site C were able to escape,
indicating that other ligand exit sites, although possible, may be
considered as secondary exit sites. It is interesting to note that no

exit was observed through the so-called histidine gate, a short
hydrophobic channel, transiently formed upon the rotation of
the His64 side chain around its χ1 torsional angle, postulated in
Mb.61,62 Such a result might be explained considering that,
according to the previous MD simulation in solution, the open-
ing of the histidine gate is coupled to the displacement of E helix
to the heme plane that increases the hindrance and obstructs the
hydrophobic channel.31 In addition, it is worth noting that we
assumed the same kinetic constant ke for all CO exit routes. The
latter approximation is equivalent to consider the ligands escap-
ing from the huge cavity composed by Xe1, Xe2, Xe3, Xe4 and to
suppose almost the same energetic barrier between each cavity
gate and the solvent.

According to themigration scheme, we set the system of linear
differential equations, parametrically dependent on the three
phenomenological rate constants (k1, k-1, and ke), whose
solution provides the complete relaxation kinetics as described
in detail in the Appendix. Solving the system of equations for
different sets of the three rate constants, we were able to evaluate
their values, which best reproduce the kinetic trace provided by
MD simulations. The sets of the three rate constants were chosen
in a wide range of real positive parameters, performing a search
through a grid of geometrically spaced points. Reducing itera-
tively the grid spacing, a proper set of constant with a desired
approximation was evaluated. Such estimated phenomenological
rate constants (k1 = 1.5 ns-1, k-1= 5.0 � 10-1 ns-1, ke = 4.0 �
10-2 ns-1) for CO intraprotein migration and escape deter-
mined the two kinetic eigenvalues (λ1 =-2.0 ns-1, λ2 =-3.0�
10-2 ns-1) characterizing the complete ligand migration/escape
kinetics.

To evaluate the capability of the time-dependent occupancies
derived from 70 MD trajectories to provide a good convergence
of the phenomenological kinetic constants, the same procedure
was repeated on two different subsets of 35 MD trajectories
respectively. Both subsets include five trajectories starting from
each of the initial configurations. We report in Table 3 the values
of the phenomenological kinetic constants, as obtained from
each of two subsets. The standard errors, evaluated by two
subsets, are also reported in Table 3 for each kinetic constant.
As the average of the two kinetic constants given by the subsets is
generally not equal to the corresponding kinetic constant
calculated from the whole set of 70 MD trajectories, such
standard errors should be considered as a rough, probably
overestimated approximation of the inaccuracy that affects the
phenomenological kinetic constants.

The obtained kinetic eigenvalues provide two relaxation
processes of largely different time scales with λ1 ≈ -(k1 þ k-1)
corresponding to the DP-C ligand exchange relaxation rate
and λ2≈-keχC =-kek1/(k1þ k-1) providing the much slower
ligand exit rate as given by a pre-equilibrium CO distribution
inside Ngb (χC is the equilibrium probability for a CO molecule
within Ngb to be located in kinetic site C, which is about 0.75(

Figure 4. Sample configuration of Ngb as extracted from MD simula-
tions in solution. The heme, distal His64, proximal His96, and other
residues lining the distal pocket (gray surface) are depicted by sticks.
The positions of the xenon cavities are reported as red spheres.

Table 3. Phenomenological Kinetic Constants (ns-1) De-
scribing the Migration of CO in Ngb for Trajectories Subsetsa

k1 k-1 ke

subset 1 1.4 5.5� 10-1 4.4� 10-2

subset 2 1.7 4.7� 10-1 3.6� 10-2

std. error 1.1� 10-1 2.8� 10-2 2.8� 10-3

aThe standard errors for each constant distribution are reported.
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0.02 from our data). Moreover, we obtained the estimated mean
lifetimes for the DP to C transition, 1/k1 = 0.67 ( 0.05 ns, and
ligand escape, 1/(keχC) = 33 ( 3 ns. The ligand escape from
Ngb is 3-6 times faster than the escape rate observed inMb,12,52

and the escape route through the histidine gate, on the contrary
of Mb, is rare. In addition, also the migration from DP to the
interior of Ngb is faster (700 ps) than that observed in Mb (4-5
ns).52,63 It has to be noted that the ligand migration in Ngb has
not been experimentally observed, differently from Mb, and it
might be due to the faster diffusion in Ngb. In addition, we can
compare the phenomenological kinetic constants with those
obtained fitting flash photolysis experimental data measured in
solution at 293 K.64 It should be pointed out that Viappiani and
co-workers used a quite different kinetic scheme: from DP the
carbon monoxide was able to directly escape into the solvent or
sequentially populate four presumed docking sites.64 In that
study, the CO escape rate from Ngb was evaluated to be 1.4 �
10-1 ns-1, whereas the migration from DP to the following
docking site and its reverse rate were 5.5� 10-2 and 1.3� 10-1

ns-1, respectively.64 In addition, an extremely fast recombination
between CO and heme was observed (1.5� 10-2 ns-1) with an
estimated activation entropy of -107 J/(mol K) and an un-
detectable activation enthalpy.64

In Figure 5, we report the time course of CO occupancy, that
is, probability, for Ngb ligand sites (DP, C) and free ligand state
(Sol), as obtained by MD simulations and evaluated by the
theoretical kinetic model defined by the estimated eigenvalues.
The accuracy of the model kinetics to reproduce MD data for all
CO states demonstrates the reliability of the simple migration
scheme used and the good convergence of the time-dependent
occupancies provided by the 70 MD trajectories.

Previously, it was shown that the connectivity betweenDP and
the cavity C is strongly influenced by the heme sliding. Such a

result suggests that the kinetics of COmigration in Ngb might be
affected by the position of the heme as well. To clarify this
question, a study of the CO diffusion should be performed as a
function of the position of the heme along the sliding reaction
coordinate ξ. Although the heme starts from different position
ξ0, it considerably fluctuates during the simulations, populating
several regions. Therefore, the migration of CO in Ngb might be
dependent not only on the initial position but also on the
instantaneous positions of the heme, kept throughout the
simulations. However, the comparison of the phenomenological
kinetic constants according to the initial position should be
demonstrative of the influence of the heme sliding on the CO
migration kinetics. We have obtained 10 independent trajectories
from each of the 7 initial configurations characterized by a
distinct initial heme position ξ0. As 10 independent trajectories
should provide a sufficient statistics, it is possible to test the
convergence for each phenomenological kinetic constant, in-
creasing the number of trajectories used according to the initial
heme positions and comparing the results with those provided by
a set in which the trajectories are randomly chosen, retaining the
correct initial heme position distribution. In Figure 6A, we report
the values of each phenomenological kinetic constant (k1, k-1,
ke) as a function of the number of trajectories considered to build
the kinetic model. We considered sets in which the trajectories
are progressively ordered and added according to the initial heme
position, from the largest to the smallest values of ξ0 (---) or
vice versa (- 3 - 3 -), or not ordered but randomly chosen
(-). From data reported in Figure 6A, it is evident that the
convergence of the phenomenological kinetic constants k1 and
k-1 is strongly influenced by the choice of the initial heme
positions, and the constants do not converge when a biased ξ0
distribution is considered: k1 ranges from 22 ns-1 (when only
trajectories with the smallest values of ξ0 are considered) to 0.2
ns-1 (when only trajectories with the largest values of ξ0 are
considered). In the same way, k-1 ranges from 2 to 0.08 ns-1. In
general, for smaller values of ξ, corresponding to a high con-
nectivity betweenDP and cavity C, a fast diffusion fromDP (high
k1) is promoted, whereas for larger values of ξ, corresponding to
a low connectivity between the two cavities, the migration is
slower (low k1). On the contrary of k1 and k-1, ke is substantially
insensitive to the initial heme position, confirming that the CO
escape routes do not involve regions affected by the heme sliding,
but are localized far from DP.

To further validate the influence of the heme sliding on CO
migration kinetics, we considered two subsets of 30 trajectories
each; the first one (SL-) includes the trajectories starting from
the three smallest values of ξ0, while the other (SLþ) includes
the trajectories with the three largest ξ0. For SL-, we obtained
k1 = 2.8 ns

-1, k-1= 3.1� 10-1 ns-1, ke = 3.6� 10-2 ns-1, while
instead for SLþ, we obtained k1 = 4.4� 10-1 ns-1, k-1 = 3.0�
10-1 ns-1, ke = 4.2 � 10-2 ns-1. The time course of CO
occupancies as evaluated by the kinetic model is reported in
Figure 6B for SLþ (-) and SL- (---). It is worth noting
that the differences in the number of CO escaped in each subset
are more due to the different fraction of photolized ligands in C,
χC, than to ke variation.

Although the migration of CO in Ngb allowed us to define
several potential docking sites, some of them are unstable sites.
Moreover, a given complex kinetic scheme may be reduced to a
simple equilibrium betweenDP and a single huge cavity C. These
results indicate that the energy barrier, to be overcome, between
DP and the cavity C is significantly higher than the energy

Figure 5. Kinetic trace of photolized COoccupancy (probability) in the
three sites (DP, distal pocket; C, hydrophobic internal cavities; Sol, free
carbon monoxide in the solvent) considered in the kinetic scheme 1:
MD data ( 3 3 3 ), kinetic model (-).
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barriers between two adjacent pockets belonging to cavity C. To
verify such a feature, we calculated two free energy landscapes, via
equilibrium distribution of the ligand center of mass projections
along two reaction coordinates, representing roughly the diffu-
sion directions of CO molecules inside Ngb.

In Figure 7 (left panel), we report the free energy landscapes
along the direction axis connecting the DP geometrical center to
the middle point between the Xe4 and Xe2 geometrical centers.
The DP geometrical center was used as a reference point. We
considered two free energy landscapes provided by two distinct
subsets, to remove overlaps due to having represented a three-
dimensional distribution as a one-dimensional projection dis-
tribution along a reaction coordinate. The first subset includes
the configurations with CO inside DP (projection values ranging
from-6 to 6 Å) and the configurations with CO inside C with a

projection value along the coordinate axis larger than 6 Å (-).
The second subset includes only all configurations with CO
inside C (dashed line). In addition to DP and C sites are evident
two relatively unstable docking sites (dashed line) at projection
values of 2 and -5.5 Å, which correspond to two sites in CD
corner (CD0, CD00) that are somewhat populated by CO
molecules that eventually escape into the solvent. CD0 is in the
region delimited by residues Leu56, Phe61, and the B helix,
whereas CD00 is delimited by Phe42, Tyr44, Phe49, Phe61, and
His64 and may be accessed only from DP. It is worth noting that
some analogies exist between the CD docking sites and some
cavities detected in previous computational studies.37 A free
energy barrier of∼8 kJ/mol is between DP and site C, while CD0
and CD00 free energy minima are, respectively, 14 and 8 kJ/mol
less stable than those observed for DP and site C.

Figure 6. (A) Phenomenological kinetic constants (k1, k-1, ke) as a function of the number of trajectories considered to build the kinetic model:
trajectories are progressively ordered and added according the initial heme position (ξ0), from the largest to the smallest values of ξ0 (---) or vice
versa (- 3 - 3 -), or not ordered but randomly chosen (-). (B) Kinetic trace of photolized CO occupancy (probability) in the three sites (DP, distal
pocket; C, hydrophobic internal cavities; Sol, free carbon monoxide in the solvent) considered in the kinetic scheme 1: subset SLþ (-), subset SL-
(---).

Figure 7. Carbon monoxide free energy landscapes: (left panel) from DP to C site (the abscissa indicates the distance from the center of the distal
pocket, while the dashed line represents the CO free energy landscape inside site C along the reaction coordinate connecting DP to site C); (right panel)
from Xe2 to Xe4 cavity (the solid line represents the CO free energy landscape inside site C along the reaction coordinate connecting Xe2 to Xe4).
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In Figure 7 (right panel), we report the free energy landscape
along the direction axis connecting the Xe2 and Xe4 geometrical
centers. We considered a free energy landscape provided by
projecting all configurations with CO inside C along the reaction
coordinate. From the free energy profile, five free energy minima
may be noted at-9.5,-3.5, 2.0, 5.5, 9.0 Å, corresponding to free
energies of-7.0,-24.0,-22.5,-19.0,-18.5 kJ/mol. The first
four sites correspond to Xe3, Xe2, Xe4, Ph1 cavities, respectively,
whereas the last site represents several temporary docking sites
on the protein surface populated by CO molecules during their
migration into the solvent. Moreover, it is worth noting that the
free energy barriers between Xe2 and Xe4 are quite lower than
that observed between DP and Xe cavities, ranging from 2.0 to
3.2 kJ/mol.

In Mb, the CO ligand resides immediately after photolysis in
primary docking site above heme pyrrole ring C, at about 4.5 Å
from iron, parallel to the heme plane, and it principally adopts
two antiparallel orientations, respectively, with the carbon or the
oxygen atom pointing back toward the iron.2,58,60,65 To describe
the position and the orientation of the COmolecule in Ngb distal
pocket and compare the results with those collected in Mb, we
consider both the projection of the CO geometrical center onto
the heme plane and the two polar angles θ and φ: the first is

defined as the angle between the normal to the heme plane and
the bond vector oriented from the carbon to the oxygen atom
(CfO) of the ligand, the second is the angle between the
projection of the CfObond vector onto the heme plane and the
vector FefNC, connecting the heme iron to the nitrogen atom
of the pyrrole ring C. In Figure 8A, the distribution of the
geometrical center projection onto heme plane is reported.
Interestingly, in the distal pocket, the ligands do not populate
predominantly a region corresponding to the primary docking
site, found in Mb, but instead the COmolecules reside above the
iron at a distance of 3.8 Å. Moreover, the distributions of the θ
(Figure 8B) and φ (Figure 8C) angles show that the CO ligand is
parallel to the heme plane and adopts two antiparallel orienta-
tions analogously to Mb distal pocket, but the distributions are
less peaked, evidencing a structural disorder. In Figure 9 (upper
panel), the cumulative distribution functions (c.d.f.) calculated
from the distribution of θ angle for Ngb (-) and Mb (- - -) are
reported. It is evident in Ngb an increase of the probability of
orientations with the carbon atom facing the heme iron, which
might promote the ligand recombination. The ratio between the
two cumulative distribution functions (Figure 9, bottom panel)
evidences that the probability to find CO molecules with a small
value of θ angle is 6-8 times higher than in Mb.

In previous papers,51,52 a quantitative description of the
reaction free energy and related kinetics for the CO-heme bond
formation-disruption in solvatedMb was obtained, by means of
PMM calculations51 on the CO-heme covalent complex along
the reaction coordinate (carbon-iron distance, i.e., the length of
the carbon-iron connecting vector). Herein, combining the
reaction free energy in the 0.18-0.38 nm reaction coordinate
range, as obtained by PMM, with the free-energy variation along
the carbon-iron distance, beyond 0.38 nm, provided by the
unbound CO diffusion within the distal pocket, as obtained by
the present MD simulations (i.e., via the equilibrium dis-
tribution), we can evaluate the free-energy profile for the

Figure 8. Projection of the CO center of mass onto the heme plane (A)
in Ngb, as detected in the MD simulations. Probability distributions for
the orientation angles θ (B) and φ (C) (see text). The distributions for
the angles θ and φ are reported for Ngb (-) and Mb (- - -).

Figure 9. Cumulative distribution functions (c.d.f.) calculated from the
distribution of the θ angle (upper panel) for Ngb (-) and Mb (- - -).
Ratio between the cumulative distribution function of Ngb and Mb
(bottom panel).
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complete binding-unbinding reaction step for carbonmonoxide
in Ngb, as shown in Figure 10.

Hence, using the kinetic model on the basis of solving a
Fokker-Planck equation for the diffusion process on the reac-
tion free-energy surface and extracting from the solution the rate
constants for the reactant-product conversion, we may express
the kinetics for the binding-unbinding process via

NgbCO a
Kunb

Kbin

DP

_PNgbCO ¼ - KunbPNgbCO þ KbinPDP

with NgbCO as the CO-heme bound state, PNgbCO as the
corresponding probability, and Kunb and Kbin as the rate con-
stants for the unbinding and binding, respectively. Note that
in the above binding-unbinding reaction scheme, the coupled
rate equations for PNgbCO and PDP follow from the steady-
state approximation for the transition-state (TS) probability.
Note also that Kunb = κ exp(-βΔμNgbCO

#) and Kbin = κ exp
(-βΔμDP

#), where κ is a weakly temperature-dependent factor
(herein κ = 20 ps-1),52 given by the microscopic rate constants
for TS f NgbCO and TS f DP transitions, providing the
transition rate in the limit of ideal barrierless conditions, Δμ# =
ΔA# is the activation (Helmholtz) free energy,51 that is, variation
of the standard chemical potential between the TS and the
NgbCO or DP state, and 1/β = kBT, with kB as the Boltzmann
constant and T as the absolute temperature. The reaction free
energy profile shown in Figure 10 provides ΔμNgbCo

# = 75 kJ/
mol and ΔμDP

# = 47 kJ/mol (standard errors ∼1 kJ/mol),
resulting inKunb= 0.84 s

-1 andKbin = 0.088 μs
-1, corresponding

to mean lifetimes of about 1 s and 11 μs, respectively, rather close
to the corresponding values provided by analogous calculations
performed in Mb.52

The obtained binding-unbinding rate constants (Kbin and
Kunb) providing relaxation kinetics in the microseconds and
seconds range, respectively, clearly indicate that the CO distribu-
tion inside of Ngb, occurring with a relaxation mean lifetime of
few nanoseconds, may be considered as instantaneously equili-
brated during the binding-unbinding kinetic step, similarly to

CO escape, hence allowing the use of the noncovalent complex
Ngb/CO in the binding-unbinding reaction scheme:

NgbCO a
Kunb

χDPKbin

Ngb=CO sf
χCke

Ngbþ CO

The previous scheme provides the estimation52,66 of the
fraction of CO involved in geminate recombination χgem =
χDPKbin/(χDPKbin þ χCke) = 0.1% and the value of the constant
describing the geminate (Ngb/CO population) relaxation ki-
netics χgem = χDPKbin þ χCke with 1/Kgem = 33 ns.

’CONCLUSIONS

In this Article, the combined use of MD simulations and
quantum mechanical calculations (PMM) allowed the construc-
tion of a detailed kinetic model for room temperature CO
binding, migration, and escape in solvated murine Ngb.

Our computational study shows an interesting correlation
between the heme sliding and the connectivity of the network of
internal hydrophobic cavities inside Ngb. In particular, the distal
pocket is more connected to other cavities when the heme slides
to the interior of the protein, whereas the connection is lower
when the heme occupies a more external position in proximity of
the protein surface. Such features are in agreement with the
previously observed topological rearrangements of the cavities
coupled to the heme sliding mechanism. Moreover, these results
indicate the requirement to use several starting configurations,
resembling a correct distribution of the heme positions in
solution, to perform an unbiased study of the migration kinetics
of photolized CO in solvated Ngb. MD simulations show that
during the migration COmolecules explore several docking sites.
Among these, DP and four internal hydrophobic cavities topo-
logically similar to Xe cavities found in myoglobin might be
mentioned. Principally, CO molecules migrate from DP to Xe2
cavity and then reach other sites. However, kinetic data show that
the Xe cavities may be considered as a single huge cavity, called C
in this Article, in equilibriumwithDP. Such a result follows by the
fact that the exchange of CO molecules between adjacent
cavities, belong to C cavity, is extremely faster than the CO
molecules exchange between DP and cavity C. This feature is
confirmed also by the free energy profiles that show an energy
barrier, between DP and cavity C, 5-6 kJ/mol higher than those
between adjacent cavities included in C. The use of a simplified
kinetic model allowed us to determine the phenomenological
kinetic constants controlling the migration of CO in Ngb and its
escape into the solvent, whereas MD simulations combined with
quantum mechanical calculations provided the complete free
energy profile of the binding-unbinding kinetics of CO at the
heme sixth coordination position. The binding-unbinding con-
stants are close to that observed in analogous study performed on
myoglobin, suggesting that the effect of the microenvironment
provided by the apoprotein around its prosthetic group is not
dissimilar from that observed in other globins. Furthermore,
structural analysis on the position and orientation of photolized
CO in DP evidences a structural disorder. CO molecules do not
occupy an analogous primary docking site as in Mb; instead,
photolized CO resides just above the iron atom at a distance of
3.8 Å, and configurations with CO molecule perpendicular to
heme plane are more common, although the data show a
preference for parallel or antiparallel orientation.

Finally, our data show an interesting correlation between the
heme position and the phenomenological rate controlling the

Figure 10. Free energy profile (within distal pocket) along the CO-
heme reaction coordinate (carbon-iron distance) as obtained by MD/
PMM calculations.
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ligand migration from DP to cavity C. Apart from being
important to provide and unbiased statistics in a computational
study, such a correlationmight be crucial in comparing the results
provided by experimental observations performed on ligand
migration in Ngb in different conditions. In fact, the heme
position distribution might be affected not only by the medium
(solution or crystal),32 but also by other factors such as tem-
perature or residues substitution.67 With respect to Mb, where
the heme sliding mechanism does not occur, it may be indis-
pensable for providing a correct kinetic model in Ngb to consider
the perturbations on the heme position, besides the effects that
may directly involve the ligand diffusion.

Several hypotheses might be raised about the role of the heme
sliding mechanism and the huge internal cavity in Ngb. Among
others, the huge tunnel might be part of a pathway for ligands
through the protein matrix connecting the heme iron to the
exterior, providing a complementary or alternative route to
histidine gate. MD simulations confirm that the ligands princi-
pally escape via the huge internal cavity while the distal histidine
is involved in a mechanism that is coupled to the motion of
the CD corner.31 Moreover, the capability of the distal histidine
to act as an endogenous ligand enhances the heme redox re-
activity,68,69 but also represents a barrier to ligand binding. When
the heme sliding was discovered, it was proposed that such a
mechanism might have been selected by evolution to facilitate
the ligand access to the sixth coordination position.30 Our study
shows that the heme sliding significantly affects the diffusion of
the ligand inside Ngb and modulates the ligand distribution
between DP and other sites.

’APPENDIX

According to the migration kinetic scheme (see Results), we
may set the system of differential rate equations providing the
kinetics (probability time dependence) of the two relevant CO
states within Ngb (DP and C, see Results):

_PDP ¼ - k1PDP þ k-1PC
_PC ¼ k1PDP - ðk-1 þ keÞPC

(
ð1Þ

with PDP and PC as the corresponding probabilities, which may
be expressed by the more compact matrix equation _P = ~KP,
where

~K � -k1 k-1

k1 -ðk-1 þ keÞ

" #
P � PDP

PC

" #

_P �
_PDP
_PC

" #

Introducing the linear transformation that diagonalizes the
kinetic matrix, defined by the eigenvectors of, we may readily
obtain:

PðtÞ ¼ ~T
eλ1t 0
0 eλ2t

" #
~T
-1
Pð0Þ ð2Þ

where λ1, λ2 are the kinetic matrix eigenvalues. Finally, from eq 2
we can obtain the probability time dependence for each kinetic
state in the migration scheme, including the one for the free
ligand state via the relation PNgbþCO = 1 - PDP - PC.
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